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**摘要**

通常采用数据扩充来增加训练数据量，防止过度拟合并改善深度模型的性能。 但是，实际上，诸如随机图像裁剪之类的随机数据增强效率很低，并且可能会引入许多不受控制的背景噪声。 在本文中，我们提出了弱监督数据增强网络（WS-DAN），以探索数据增强的潜力。 具体来说，对于每张训练图像，我们首先通过弱监督学习来生成注意力图，以表示对象的区分部分。接下来，我们增强由这些注意图引导的图像，包括注意裁剪和注意下降。 提出的WS-DAN将分类准确性提高了两倍。 在第一阶段，由于会提取出更具区别性的部分特征，因此可以更好地查看图像。 在第二阶段，注意力区域提供了对象的准确位置，这确保我们的模型能够更近地观察对象并进一步提高性能。 在常见的细粒度视觉分类数据集中进行的综合实验表明，我们的WS-DAN超越了最新技术，证明了其有效性。

**1.简介**

数据扩充是一种常用的策略，可以通过引入更多的数据差异来增加训练数据的数量，从而改善深度模型的泛化性。它已被证明在大多数计算机视觉任务中都是有效的，例如对象分类，检测和分割。 深度模型有各种数据增强功能，包括图像裁剪，旋转和颜色失真。 以前的作品通常选择随机数据扩充来对其训练数据进行预处理。例如，随机图像裁剪可以生成具有不同平移和比例的图像，从而提高深度模型的鲁棒性。 但是，裁剪区域是随机采样，并且其中很大一部分包含许多背景噪声，这可能会降低训练效率，影响提取特征的质量并抵消其好处。 为了提高数据增强的效率，模型应注意目标对象的空间信息。

精细视觉分类（FGVC）旨在将下属类别归类为基本类别，例如鸟类种类，汽车模型和飞机类型。 FGVC具有挑战性，原因有以下三个主要原因：（1）类内差异很大。 属于同一类别的物体通常呈现出明显不同的姿势和视点。 （2）组间差异小。 属于不同类别的对象可能会非常相似，除了一些细微的差异，例如 鸟头的颜色样式通常可以确定其类别； （3）培训数据有限。 通常标记细粒度类别需要专业知识和大量注释时间。 由于这些原因，仅通过最新的粗粒度卷积神经网络（CNN），例如VGG [23]，ResNet [7]和Inception [26]，很难获得准确的分类结果。

正如最近的工作[5、38、30]所指出的那样，FGVC的关键步骤是在多个对象的零件中提取更具区分性的局部特征。 但是，很难定义对象的各个部分，并且各个对象之间的差异也很大。 此外，标记这些物体的零件需要额外的人工费用。 在这项工作中，我们利用弱监督学习仅通过图像级注释来定位可区分对象的部分。 我们没有提出关注区域边界框[1，5]，而是通过卷积生成的注意力图来表示对象的部分或视觉模式。 我们还提出了双线性注意力集中和注意力正则化损失来弱化注意力集中过程。 与其他零件本地化模型相比[38，30]，我们的模型可以更轻松地定位大量对象零件（超过10个），从而获得更好的性能。

在获得对象零件的位置后，我们提出了以注意力为导向的数据增强方法，以有效地增强训练数据，并解决上述类别间高方差和类别间低方差的问题。对于不同的细粒度类别，除很少差异外，对象通常非常相似。 注意裁切可以通过裁切和调整部分区域的大小来区分出它们，以区分更多的局部特征。 对于相同的细粒度类别，如果模型仅关注少数几个对象的零件，则由于姿势和视点差异而将这些零件封闭时，很可能会预测出错误的类别。 因此，从不同对象的零件中提取局部特征至关重要。 我们的注意力下降会从图像中随机删除对象的一个​​区域，以鼓励网络从其他对象的区域中提取出具有区别性的特征。 因此，通过以注意力为导向的数据扩充，我们的模型可以在多个对象的各个部分中提取出更具区别性的特征，这意味着可以更好地看到对象。

以注意力为导向的数据扩充的另一个好处是，我们可以准确地定位对象，这使我们的模型可以更近地看待对象并优化预测。对于每个测试图像，将对对象类别进行粗略的预测。 该模型首先根据原始图像预测对象的区域和类别的粗略概率。随后，扩大对象的区域并预测精细阶段的可能性。

总之，这项工作的主要贡献是：

1.我们提出了“弱监督学习”方法，以生成注意力图来表示可区分对象部分的空间分布，并提取连续的局部特征以解决细粒度的视觉分类问题。

2.基于注意力图，我们提出了以注意力为导向的数据增强，以提高数据增强的效率，包括注意裁剪和注意力下降。 注意裁剪随机修剪并调整注意部分之一的大小，以增强局部特征的表示。 注意降落会从图像中随机删除关注区域之一，以鼓励模型从多个区分部分提取特征。

3.我们利用注意力图来准确地定位整个对象并将其放大以进一步提高分类精度。

在常见的细粒度视觉分类数据集中进行的实验表明，我们的数据扩充可以显着提高细粒度分类和对象定位的准确性，这超过了最新的方法和基准。

本文的其余部分安排如下。 我们首先在第2节中回顾相关的工作，包括数据扩充和细粒度的视觉分类，然后在第3节中描述拟议的弱监督数据增强网络（WS-DAN）。在第4节中，进行了全面的实验以证明有效性 WS-DAN。 最后，在第5节中得出结论。